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By Jeremiah Y. Cohen

It is one of the peculiar features of most mod-

ern neurophysiology that the experimental-

ist…seldom knows which type of neuron he 

or she is listening to…. This problem deserves 

immediate and serious attention.

Francis Crick, 1999 (1)

N
eurobiology has thrived on the con-

silience of multiple fields. For most 

of the 20th century, this meant com-

bining chemistry and neuroanatomy 

[“The gains in brain are mainly in 

the stain” (2)], as well as electronics 

and neurophysiology (the gains in brain 

are mainly in the amplifier’s gain, if you 

like). Recent years have seen the 

addition of molecular biology to 

our bag of tricks. We wished to 

take advantage of tools from dif-

ferent fields to understand the re-

lationship between neurons that 

release dopamine or serotonin 

and reward (3, 4).

Beginning with an acciden-

tal discovery in 1953, Olds and colleagues 

found that electrical stimulation of par-

ticular brain areas was powerfully reward-

ing: Rats would compulsively press a lever 

to obtain stimulation, ignoring naturally 

rewarding stimuli such as food, water, or 

mates (5, 6). This discovery inspired re-

searchers to try to determine the neural 

basis of such reinforcement. 

Dopamine is a key neurotransmitter for 

reward in the brain. In the 1990s, Schultz 

and colleagues discovered that dopaminer-

gic neurons in the ventral tegmental area 

(VTA) were excited by unexpected reward, 

whereas their response to reward was di-

minished when a sensory cue predicted the 

reward (7). That is, dopaminergic neurons 

are excited when the outcome is better 

than expected, whereas they are inhibited 

when the outcome is worse than expected. 

This suggests that the brain’s reward sys-

tem is activated only when the brain fails 

to predict outcomes correctly. Such a signal 

is called “reward prediction error” (RPE).

These findings changed the way we 

think about the reward system, but how 

such calculations are performed in the 

brain remains unknown. A number of re-

lated reinforcement-learning models have 

suggested that a value-dependent inhibi-

tory signal might counteract the excitatory 

reward signal to suppress dopaminergic 

output for expected, but not unexpected, 

rewards (8). To determine whether this is 

how the system works in vivo, we aimed to 

record the signals of different types of neu-

rons in the VTA of mice during a reward-

prediction task.

As Crick pointed out in 1999, 

a challenge from the outset is 

how to determine what types of 

neuron are being recorded dur-

ing such experiments. In classical 

neurophysiological studies, the 

experimenter places a microelec-

trode in an animal’s brain and 

compares neuronal activity with the ani-

mal’s behavior. We “tagged” dopaminergic 

neurons (and, in separate experiments, in-

hibitory GABAergic neurons) with a light-

activated protein, channelrhodopsin-2 (9, 

10). Using transgenic mice that express 

the enzyme Cre recombinase in either do-

paminergic or GABAergic neurons, we in-

troduced Cre-dependent viruses carrying 

channelrhodopsin-2 (9, 10), which created 

light-sensitive dopaminergic or GABAergic 

neurons. We then implanted several small 

electrodes and an optical fiber into the 

VTA. While recording the activity of ran-

domly sampled neurons, we noted whether 

each neuron responded to a pulse of light 

from a laser. If it did, then we knew it was a 

dopaminergic (or GABAergic) neuron.

We recorded from VTA neurons while 

mice performed a classical conditioning 

task, in which odors predicted different 

rewards or punishments. Our first sur-

prise came when we discovered that ev-

ery neuron we observed showed one of 

three distinct types of activity. Type I neu-

rons showed RPE-like activity, firing brief 

bursts of action potentials when the mouse 

smelled a reward-predicting odor (or the 

reward itself ). These neurons showed de-

creases in activity relative to baseline when 

the reward was unexpectedly omitted. Type 

II neurons showed reward-expectation–

like activity, increasing their firing in a 

sustained way when the mouse smelled 

a reward-predicting odor. These neurons 

fired regardless of whether the reward 

was delivered as expected or unexpectedly 

omitted. Type III neurons showed activity 

that mirrored type II neurons, except that 

firing rates decreased in anticipation of a 

reward rather than increased. Our second 

surprise came when we compared the ac-

tivity of all neurons to the neurotransmit-

ter they released (dopamine or GABA). We 

found that dopaminergic neurons were all 

type I and that GABAergic neurons were all 

type II. The identity of the type III neurons 

has yet to be determined.

We next asked whether dopaminergic 

neurons signaled only the immediate prop-

erties of the environment (for example, 

“I’m about to get a reward”), or whether 

slower dopaminergic signaling could un-

derlie longer-term emotional states. We 

varied the amount of reward slowly over 

time, and were surprised to find no evi-

dence of longer-term reward signaling in P
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dopaminergic neurons. How, then, do our 

enduring mood states arise?

To answer this question, we turned our 

attention to a different neuromodula-

tor: serotonin. Serotonin is thought to be 

involved in many behaviors, but its func-

tion has been elusive (11). This is due, in 

part, to the challenges in recording from 

identified serotonergic neurons during 

behavior. We took an approach similar to 

the one described above, tagging seroto-

nergic neurons with channelrhodopsin-2 

and establishing criteria for identifying 

these cells (3). We recorded the activity of 

these light-identified serotonin neurons 

as mice participated in a task in which 

the amount of reward or punishment var-

ied predictably over time. We found that 

40% of dorsal raphe serotonergic neurons 

showed slow variations in the activity that 

correlated with the amount of reward in 

the environment. This was remarkable, 

particularly given that the VTA dopami-

nergic neurons did not respond to this in-

formation. In addition, many serotonergic 

neurons signaled short-term information 

about upcoming rewards and punishments 

with brief changes in firing rates. This sug-

gests that serotonergic neurons have the 

ability to signal reward and punishment 

on both slow and fast time scales and may 

be involved in generating emotional states 

like mood.
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“[N ]eurons fired…whether 
the reward was delivered…
or unexpectedly omitted.”
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